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ABSTRA

This paper describes some novel architectures for optical TDM switching, and an experimental system working at
720Mby/s; this includes a complete BER characterisation. The architectures are composed of 2x2 optical switches and delay
lines. The trade-offs between the various factors affecting their design are explored, and a wide range of architectures are
presented suitable [or different applications.

1. INTRODUCTION

Multichannel time division multiplexed (TDM) optical systcms will be important for future tclecommunications
networks for two rcasons. TDM will be used for the transport of high speed continuous bitrate services such as high
definition television (HDTV) and high quality video telephone, while also being used to carry asynchronous transfer mode
(ATM). In addition, optical switching allows transparency to bitrate, coding format and wavelength that is not possible with
clectronics. Indeed, the bitrate through such a switching network is virtually unlimited. It is clear, therefore, that optical
TDM switching is a highly relevant area of research,

In this paper we describe several new switch architectures for optical switching of TDM signals and present an
initial cxperimental validation of one of the architectures. The theoretical results describe how to construct large nonblocking
switching nctworks out of simple 2x2 switches and delay lines. Here, lithium niobate directional coupler switches and fibre
dcelay lincs are assumed since this represents the most mature technology available. Other technologics, such as silica delay
lines!, or all-fibre switches? could be used in the future.

The architectures are intended for use with block multiplexing3, where the switches need only change state between
cach block of bits (i.c. every timeslot) rather than once every bit. Thus the electronic control bitrate can be much lower than
the oplical data bitrate.

The experimental system consists of three 2x2 directional coupler switches and two delay lines. It switches four
720Mb/s TDM channcls. Besides examples of network operation, a complete bit error rate (BER) characterisation of the
system is given,

The important aspects that characterise the performance of optical TDM switching systems are:

* number of switches - loosely correlated to cost,

* attenuation - if this is excessive, optical amplifiers must be incorporated into the network, with due regard for
nois¢ performance,

* crosstalk performance - dependent on both the architecture and the crosstalk performance of the individual
switches,

* control complexity - related to the switch architecture and the number of processors used to control it; the
amount of processing time available to set up each new call will depend on the application,

* frame integrity - a TDM switching system is said to have frame integrity if all the blocks entering on one frame
lcave on one frame; without frame integrity, the blocks may be spread over several output frames,

* frame delay - in a frame integrity system, this is the delay between an input frame entering the network and the
corresponding output frame leaving the nctwork,

* integration onto substrates - it is desirable to have as many switches as possible integrated onto one substrate,
as this reduces the interconnection cost and also reduces the attenuation due to waveguide/fibre coupling, and

* number of waveguide crossings - this should be minimised, as waveguide crossings introduce unwanted
atlenuation and crosstalk.
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All these issues are considered in the theoretical part of the paper, and the trade-offs between them are explored and discussed.
For cxample, it is found that although the theoretical minimum number of switches may be reached, crosstatk or control
complexity may be reduced at the expense of using more switches.

The architectures described here overcome the limitations of previous work, such as requiring a large number of

cxpensive switches*, providing a restricted number of inputs and outputsS, having poor crosstalk performance6, or having
non-uniform attenuation»6. Regarding the latter two, the improvement is due to the use of delays which always feed forward
to the next stage of switches, rather than feeding back to the input of the same switch. This cnsures that the attenuation is
uniform, and also that blocks do not become attcnuated down toward the crosstaik signal level.

The control of these networks can be accomplished by adapting standard control algorithms that were designed for
Benes and Cantor nclworks7'8-9; this is discussed in section 5.

2. TYPE 1 ARCHITECTURES - WITH AND WITHOUT FRAME INTEGRITY

The switch architectures in this paper are called type 1, type 2 and type 3 networks, where the architectures of each
type have certain common characteristics. In this section, type 1 architectures are described; they can usc the theoretical
minimum number of switches, but require a comparitively slow control algorithm.

Type 1 architectures are built up from Bascline networksl0, reverse Baseline networks!? and Waksman
networks!!, cach of which may be fabricated on one substrate, giving the benefits discussed above. Bascline networks were
chosen, rather than any of their cquivalcnlslo, because their interconnection pattern implies the minimum number of
waveguide crossovers, and the minimum worst-case number of crossings in a signal pathl2. This is desirable because
waveguide crossovers introduce unwanted attcnuation and crosstalk into the
network. When synthesising Waksman nctworks, a similar interconnection
pattern is chosen for the same reason. Let B(m), R(m) and W(m) denote mxm

— Bascline, reverse Baseline and Waksman nctworks respectively,  As is well
: B(m/2) : known!®11 hese networks may be defined recursively as follows. The smallest
. . possible networks, B(2), R(2) and W(2) arc simply single 2x2 switches. Larger
oo networks may be constructed from smaller ones as shown in figs. 1, 2, and 3; this
allows any size of network to be constructed, only limited by the size of the
- : — substrate,

P B(m/2) The notation T(m,n) represents a type 1 switching network which can
' switch TDM data and is made up of the networks discussed in the previous
m/2 2x2 switches paragraph. T(m,n) has m input and output links, and handles n timeslots per
' . frame. Thus it can switch a total of mn TDM channcls, and any of (mn)!
Fig. 1: Recursive definition of a mappings are possible from the input channels to the output channels. When
Bascline network B(m) creating a new type 1 network, one starts with T(m,1) - this is simply W(m) since
if there is only one timeslot per frame, no interchange of blocks between timeslots

] Ro | | W2y |,
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m/2 2x2 switches my/2 2x2 switches m/2-1 2x2 switches

Fig. 2: Recursive definition of a

reverse Basceline network R(m) Fig. 3: Recursive definition of a

Waksman network W(m)
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is possible, and the nctwork is cquivalent to a time
multiplexed space switch. Fig. 4 shows how 1o create a
larger network 7(em, fn) from smaller networks 7(m,n)
plus additional Baselinc and rcverse Baseline networks.
To ensure correct operation, the connections should be
made in cxactly the order shown. The networks in the
centre stage must have any delay lines in them
multiplicd in length by a lactor of f. The meaning of
the thick dashed lines will be discussed shortly. e may
be thought of as the "space expansion factor”, since the
nctwork 7T(emfn) has e times as many inputs and
outputs as the centre stage networks T(m,n). Likewise,
f may be thought of as the "time expansion factor”. e
and f must both be integral powers of 2.

There arc two varieties of type 1 architecture -
type 1A which docs not have frame integrity and type
1B which doecs. To specify the delay line lengths
correctly, it is necessary to use r(i), the bit-reversal
function, which operatcs on logpf-digit binary numbers.
That is, il the binary rcpresentation of | is by jbyg.
2...bybgp where k=logqof then r(byg.;byg.
2...b1bp)=boby...bg 2bk. ;. When creating a type 1A
architecturc (without frame intcgrity), each thick dashed
line in fig. 4 represents a bundle of f connections, which
have dclays in them as shown in fig. 5. With frame
integrity - i.e. a type 1B architecture - the substitution
of ig. 6 must be used instead. P(f) is Lawrie's Omega
nclwork13, with f inputs and f outputs,whose function
is to carry out rotation operations - this is discussed in
Appendix A. In practice, because a Bascline network
has fewer waveguide crossings!2, P(f) would be replaced
by a Basclinc network!0, with the input connections
suitably rcarranged 10,

Sometimes it is necessary to have swilch
nctworks with a single input and output i.c. timeslot
interchangers (TSIs). Using our notation, this would be
expressed as T(/,n). Onec way of creating such a
nctwork would be to take some network T(2,n) and
simply leave onc input and one output unused.
However, a more economical method is shown in
fig. 7 without frame integrity (type 1A) and in
fig. 8 with frame integrity (type 1B).

Fig. 9 is an cxample of a type 1A
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architecture. It has 4 inputs and outputs, handlcs
|6 timeslots per frame, and does not have frame
integrity. Here e=1 in fig. 4. An equivalent type
1B architecture would have 9 substrates
instcad of 5 (each containing 4 switches
cxcept for the central one), due to the
additional Omecga (Baseline) networks
requircd 1o align the frames, with a

Type 1A T(2,0/4),
delay lines L1
multiplied by 4

02

Fig. 7. A type 1A T'1,n) without frame intcgrity
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conscquent increasec in  attenuation.
Increasing m generally decreases the number
of substrates for any given n; this is because

delay line
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Fig 8: A type 1B T(1,n) with frame integrity
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the maximum value of f in fig. 4 is equal
to m. For cxample, a type 1A T(16,16)
only neceds three substrates; the outer two
having 32 switches instead of 4 as before.
Because the number of crossovers in a path
is variable on cach substrate!2, it may be
necessary 10 include dummy crossovers to
provide morc uniform attcnuation.

The performance of type 1
nctworks will be discussed in section 7.

3. TYPE 2 ARCHITECTURES -
WITH FRAME INTEGRITY

The inclusion of Omega
networks which re-align frame boundaries
in type IB nctworks is one approach to
providing frame integrity. Here, we
discuss a sccond approach which has
certain advantages and disadvantages which
will be discussed more fully in section 7.

For now, it is sufficient to say that Desired n Starting goint
although type 2 architectures use fewer =2= fig. 10
switches than type 1B, they do not split up into substrates containing large numbers 4 fig. 11
of switches, therefore the interconnection losses are greater. The control complexity e 8 fig. 12

for both architectures is the same.

As intermediate steps in creating the desired type 2 network 7(m,n), two
other types of network are produced - X(m,n) and Y(m,n).
discussion of these networks can be found elsewherel4, they are essentially the same

foi o o o
- I I ) o gy | -~ - ) - | -
_ o? X oi‘ 0: X _ o? |
= o a o fo) -

Fig. 9: A type 1A T(4,16)

Desired network Restrictions A(m,n/2) replaced by:
X(m,n) m=2 only X(m,ni2)
Y(m,n) m=2 only X(m,n/2)
T(m,n) none Y(m,n/2) or X(m,n/2)

Table 1: Allowable conditions for fig. 13

Desired network Restrictions B(m/2,n) replaced by:
X(m,n) none X(mi2,n)
Y(m,n) none Y(mi2.n) or X(mi2,n)
T(m,n) none T(m/2,n) or X(m/2,n)

Table 2: Allowable conditions for fig. 14

Table 3: Starting points for
providing type 2 networks,

While a detailed depending on desired n

as the T-networks already considered (i.e. networks of the type T(m,n) - this

abbreviation will be used throughout).

The only difference is that the frame

boundarics arc not necessarily aligned on the inputs and outputs. This misalignment
is crucial to the operation of the network and its economical use of hardware.

As before, the principle is to build up larger networks from smaller oncs until the desired size of network is
produced. To slart, one of the networks shown in figs. 10-12 is used. Observe that Y(2,7) and X(2,1) use more than the
single switch required for 7(2,1); this is because the extra hardware is used to re-align frame boundaries.

Fig. 10: Definition of Y(2,1)

(_)l 01 Ol

A(m,n/2)

(delay lines

Fig. 11: Definition of Y(2,2)

1

I_I_Q“I'_I

L1 | I |

Fig. 12: Definition of X(2,1)

doubled)

Fig. 13: Producing a larger network handling twice as
many timeslots per frame from a smaller one
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. . . . Producing larger networks from smaller ones is more

:"i‘l ]?;[)Jgd:rf:i“fu‘: ]fl.ft;: :r:‘:::;aﬁg‘gr‘gg twice as complex than with type 1 architectures. Larger architectures

ymp P may be produced from smaller ones in either of two ways (figs.

13 & 14). Fig. 13 creates a larger nctwork that handles twice

as many timeslots per frame, while in fig. 14, the new network

has twicc as many inputs and outputs. In both cases, the new network has m inputs and outputs, and handles n timeslots per

frame. There are certain restrictions on what networks may be substituted for A(m,n/2) and B(m/2.n) in the diagrams- for a

full discussion sce reference 14. Tables 1 and 2 define A(m,n/2) and B(m/2,n) by showing what restrictions cxist for figs. 13

and 14 respectively. The choice of small network from figs. 10-12 that is used when starting to create a new type 2 network
can be shown, as a consequence, to depend on the size of frame ultimately desired in the finished network (table 3).

It can be seen from table 1 that when creating an X-network or a Y-network, m is restricted in size to 2. It can be
shown that as a consequence of this, when the finished type 2 network has been created, structures usually result which
consist of several parallel strings of single switches and delay lines with substrates containing many switches on either side.
This is illustrated by the example of fig. 15 (type 2 T(8,4)); here, the central strings of switches, each contain five delay
lines, consisting of a ¥(2,2) network (fig. 11) with all its delay lines doubled in Iength, plus delay lines of length 1 timeslot
on cither side which were introduced in fig. 13.

4. TYPE 3 ARCHITECTURES - REDUCED CONTROL COMPLEXITY WITH AND WITHQUT
FRAME INTEGRITY

Type 1 and type 2 architectures both require the same control algorithm as Benes networks’-8. Although this will
be discussed in more detail in the next section, a problem with this control algorithm in some applications is that it requires
a comparitively long time to run. Type 3 networks circumvent this problem by using a much faster control algorithm - the
samc algorithm that is used to control Cantor networks®+15:16, The price payed for this reduction in control complexity is
that more swilches are required to build the network.

Like type 2 networks, an intermediate network is involved in producing the desired network T(m,n). It is called
I{m,n). Let M=logomn, where m and n represent the desired size of the finished T-network. When creating a new I-network,
one starts with a network /(1,1) which is a 1xM demultiplexer; fig. 16 can then be used to create larger I-networks from
smaller ones. The thick dotted lines can be substituted as in section 2 to produce architectures with or without frame
integrity - types 3B or 3A respectively. Mm must be a multiple of £, and it may be necessary to set fto, say, 1 initially in
order to fulfil this condition. Alternatively, M could be rounded up to the nearest power of 2; when calculating attenuation in
section 7, it will be assumed that this has been done, as this yields the lowest attenuation.

Once fig. 16 has been used to produce a network I{m,n) of the desired size, T(m,n) can be synthesised in the
following way. First produce a new network called J(m,n) by 1aking I(m,n) and reflecting it about its vertical axis; when
doing this, a demultiplexer becomes a multiplexer and a R-network becomes a B-network. Omega networks remain
unchanged when the network is reflected. These Omega networks and R-networks will have been introduced when using fig.
16 to create the desired size ot I-network. /(m,n) and J(m,n) are then joined to produce T(m,n) (fig. 17). The number of
switches can be reduced by carrying out a simple optimisation. Every output stage switch in /(m,n) will have both its
outputs connected to the same input stage switch in J(m,n). Each such pair of swilches may be joined together to form a
single switch.
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Fig. 18 is an example of a type 3A T(4,4) network. It uses 80 switches, whereas the corresponding type 1A
network uses only 13. As discussed above, the benefit obtained from the increased use of switches is the reduction in control
complexity. The demultiplexers and multiplexers are made up of groups of three switches. 4x4 Benes networks have been
formed in the centre stage by combining Baseline and reverse Baseline networks (fig. 17).

. CONTROLLING THE NE RK

To implement one of the networks described above, it is necesarry to have some way of translating the desired
connections between input and ouput channels into control signals for the switches; the latter may change state ¢very
timeslot. Fortunately, existing control algorithms may be adapted to carry out this task. A standard Benes network control
algorithm is used for type 1 and type 2 architectures. This has a complexity of O¢mnlogmn) if onc processor is used’, or
O((logmn )2 ) formn proccssorsg. For type 3B networks, the Cantor network control algorithm could be used to set up new
calls without re-routing those in progress?; the complexity is O((logmn)?) for a single processor. Depth-first-search circuit
hunting!® or a similar algorithm would be used with type 3A networks.

The control algorithm computes the switch settings for a hypothetical space switch i.c. a switch composed solely
of switches, with no delay lines. The space switch can be obtained from the real switch network by using a space-time
mapping14-17. and has mn inputs and outputs. Type 1 and 2 architectures map onto Benes networks!8-19 and Waksman
networks!!; type 3 architectures map onto Cantor networks!S. The switch settings for the space switch are then fed in
parallel int¢ an array of shift registers which transmit them in series to the real switch fabric.

6. DILATION
Dilation improves the crosstalk performance of a switching network while roughly doubling the number of

switches required. Although it was originally proposed for Benes and Omega networks20, the concept will be generalised to
be compatible with any of the switching networks discussed in this paper.
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The dilation
process involves taking
a nctwork and
modifying it so that at
most onc block can
travel through a switch
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or.... d

at once. Clearly, this Fig. 19: First step in —LK_O'_
will drastically improve dilating a network Fig. 20: Second step in dilating a network

the crosstalk

performance by

climinating "first order”

crosstalk terms. (These are terms in the expression for crosstalk due to the extinction ratio rather than its higher powers.)
Fig. 19 shows Lhe [irst step in the procedure - each switch which has both inputs and outputs used is replaced by the four-
switch structure shown. The condition now holds that two blocks cannot pass through a switch simultaneously. Pairs of
"back to back" switches may now be joined (fig. 20) while still preserving this condition; if there is a declay line between
them, it must be shifted to one side of the replacement switch.

The cffect of dilation on crosstalk performance is discussed in the next section.

7. SWITCH NETWORK PERFORMANCE

Formulae characterising the performance of each network architecture are given in table 4. (SXR stands for signal
to crosslalk ratio.) The variables are all in dB:

X = crosstalk in a single switch element (a negative number)

L = loss of a switch element (excluding fibre to substrate coupling loss)

W = fibre to substrate coupling loss
To ensurc mathematical tractability, crosstalk was assumed to add to the signal linearly, and waveguide bends and crossovers
were ignored in the calculations. The function "ceil” rounds up to the nearest integer.

Type 1A Type 1B Type 2 Type 3A Type 3B
mlogom+m (n=2)
mlogom+2m

Number of mlogomn-m+1 m|og2mn2-m+ 1 (n=4) Mmlogamn+ Mmlogzmn2+

switches mlogomn+m 3Mmi2-2m 3Mm/2-2m

(n>=8)
(2logom+2)L+8W
(n=2) (4ceil(logan/ (8ceil(logom/
(4ceil(logan/ (8ceil(logon/ (2logom+4)L+ | ceil(loggMm))+ | ceil(logoMm))+
Attenuation logom)+2)W+ logom)+2)W+ 12W (n=4) 2)W+(2ceil( 2)W+(2ceil(
(2logomn-1)L (2logomn2-1)L | (2logomn+2)L+ | logoMmn)-1)L | logoMmn?)-1)L
(dlogan+4)W
(n>=8)

SXR -X-10logyo -X-10logyg -X-10log10 -X-10log1o -X-10log1g
(2logomn-1) (210g2mn2-1) (2logamn) (2logomn-1) (Zlogzmn2-1)

Control O(mnlogmn) one processor - O( (logmn)2 )
complcxity O((]ogmn)z) mn Processors one processor

Frame integrity? no yes yes no yes
4(n-1)i3 (n=4")
Frame delay - 2n-2 2(2n-1)i3 - 2n-2
otherwise

Tablec 4: Performance of network architectures
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Type 1A Type 1B Type 2 Type 3A Type 3B
Atten., m=2 n=<512/4 n=<16/2 n=<256/2 n=<16777216/8 n=<1024/-
Aten., m=16 n<=1048576/3 n=<2048/- n=<256/- n=<1.34x108/- n=<4096/-
Crosstalk mn=<8.51x1037/ | mn2=<8.51x1037/ | mn=<4.25x1037/8 | mn=<8.51x1037/ mn2=<8..21x1037/
16 16 16 1

Table 5: Limits on network size due to attenuation and crosstalk: best case/worst case

Table 5 shows the limits on all the architectures due to crosstalk and attenuation. The figures were calculated for
both "best case" switches, with good performance?! (X=-35dB, L=0.25dB, W=0.5dB) and "worst case" switches with
relatively poor performance22 (X=-20dB, L=1dB, W=2dB). Attenuation of less than 25dB, and a signal-to-crosstalk ratio
(SXR) of over 11dB arc assumed throughout. A signal-to-noise ratio of 11dB implics a bit error rate of 109, but the system
is more tolerant to crosstalk than noise since, unlike noise, crosstalk has an upper bound. The crosstalk calculations for type
3 architectures yicld the most pessimistic possible figures since it is assumed that a block will meet another block in every
swilch it passes through. A dash in the table indicates that no architecture is possible for the given conditions.

The cffect of dilation is to double the SXR and add 3dB!4. For example, - X - 10logyg(2logamn - 1) for type 1A
becomes - 2X - 20log1o(2logzmn - 1) + 3 with dilation.

Secveral interesting points emerge from the tables:

* although it is possible to attain optimum use of hardware (type 1A), component count may be traded off to
improve control complexity (type 3) or crosstalk performance (dilation),

* frame integrity networks use more switches than their non frame integrity counterparts, and have poorer
attenuation and crosstalk performance,

* with type 1 and 3 architectures and best-case switch elements, increasing m increases the maximum n that is
allowed; this is because the substrate size increases with m,

* besides using fewer switches than type 1B, type 2 architectures have belter crosstalk performance, and

* type 3 architectures have identical crosstalk performance to type 1; this is because each switch in the
multiplexers and demultiplexers only carry one block at once and hence can be ignored.

8. EXPERIMENT

The experimental work involved building a T(1,4) type 1A architecturc - see [ig. 21. All components were
conncctorised so that the experiment can be extended to cope with larger architectures in the future. The fibres had to be cut
to within Icm to ensure accurate synchronisation of the system. The precision required depends on the block rate. The loss
of cach directional coupler switch was typically 6-7dB, with an extinction ratio of 15dB. The spare output on the last switch
was used as a "drop” output, so that a block could either be sent to the main upper output or "dropped” to the lower output.

Three erbium doped fibre amplifiers (EDFAs) were required to overcome the switch loss; one on the input to the
switch fabric, and two on the outputs (see fig. 21). When carrying out BER measurements, the output amplifiers were not
used. Since the switches were polarisation sensitive, polarisation controllers were used on all switch inputs. The 720Mb/s
pattern generator produced a repeating sequence of four 16-bit blocks which were fed via a DFB lascr into the switch network.
The 45Mb/s pattern generator, running at the block rate, generated the control signals for the swilches which changed state
only between blocks i.c. every 16 bits. A guard band of 2.75ns (2 bits) was included between blocks to allow the switches
ime to change state. Rise and fall times of 2 to 2.5ns were measured for the switches, this being limited by the pattern
gencrator; the switches had a bandwidth of 4GHz. A microcomputer ran a control algorithm which calculated the switch
control signals from the desired mapping of input channels onto output channels.

Fig. 22 shows the output pulse trains for two configurations of the switch (the timeslots containing the 16-bit
blocks arc numbered form O to 3). The arrows indicate the mapping of the input line onto the main and "drop” outputs. In
cach case, imeslot 3 of the output frame is sent to the lower "drop” channel. Consider the left-hand configuration:

* the block arriving on timeslot O leaves on timeslot 2,

* the block arriving on timeslot 1 leaves on timeslot 1, too,
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Fig. 21: Experimental arrangement

* the block arriving on timeslot 2 leaves on timeslot 3, but on the "drop” channel, and
* the block arriving on timeslot 3 leaves on timeslot 0.

Bit error ratio (BER) measurements for this system are shown in fig. 23. The optical preamplifiers were removed
for these measurements, which were made on the dropped channel, and a variable attenuator was inserted between the final
switch and the receiver. A non-optimal optical receiver (approximately -30dBm at 622Mby/s) was used. In fig. 23, "through
switch, best case" indicates that no other block travelled through the centre switch when the dropped block did, while
"through switch, worst case” means that there was another block there to provide crosstalk. What is perhaps surprising is
thal best case crosstalk gives a better result than "no switches, 1 timeslot full”, where the source was connected directly to the
detector (i.e. a "back-to-back" measurement), and one timeslot was full in each frame to mimic the cutput from the dropped

channel. This is presumably because
the switch network reduces the
amplified spontanecus emission
(ASE) produced by the transmitter
EDFA, replacing it by crosstalk in
the empty umeslots. Since, unlike
noise, crosstatk has an upper bound,
an improvement in performance
results.  'When a back-to-back
mcasurement was done without the
switch fabric, and with four full
timeslots per frame ("no switches, 4
timeslots full™), the difference from
the 1-timeslot case was 5.2dB, not
6dB as expected; this was due to the
contrast ratio of the optical data being
the same for both cases.

'rfh'auzr'
qhhkybﬂ

f'/-/:(#‘fuu(
U UL R e
ot
(R

0>2
1->1
2 -> 3 (drop)
3->0

Fig, 22: Two trial runs of the system
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9. CONCLUSIONS 10

We have proposed a new class of
optical TDM switching networks which have
a wide varicty ol characteristics, making them
suitable for many different applications. By
constructing a 720Mb/s timeslot interchanger 104
with added "drop" function, we have shown
that this approach is completely valid. We
plan to look at more complex configurations;
also, issues such as the removal of guard
bands, synchronisation within a systcm and 107
cqualisation of attenuation in large
architectures will be investigated in future
work.

o lhrough switch,
best case

a 1o switches,
1 timeslot full

* through switch,
WwOorsL case

@ no switches,
4 umeslots full

6 |
Networks both with and without 10

frame integrity were proposed; without frame
integrity they can use the minimum possible
number of switches, and the number required 10
for frame intcgrity is only slightly more. All
of the nciworks may be dilated, reducing
crosstalk at the expense of using more 104
switches. The networks are designed so that
they can be constructed out of large substrates,
making large nctworks possible with low 10°4
aticnuation and low interconnection cost. The
control of these networks can be accomplished
by adapting standard control algorithms that
were designed for circuit switched networks. o
Some of the architectures feature low control T Y T T T ! T !
complc?(ily, making .Lhcm suilablg for -flsccciv_c?powe;g?dBmfs 3403 A2 - 30029
applications which require fast connection of
new calls. Fig. 23: Bit error ratio (BER) measurements for the

experimental system

1=
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Many cxisting optical TSI designs#
arc based on clectronic architectures; the
number of switches is lincarly related to the
number of timeslots per frame. The architectures in this paper exhibit a logarithmic relationship, since they exploit the
characlteristics of delay lincs, and allow economical use to be made of the hardware.
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APPENDIX A: SETTING QOF OMEGA NETWORKS IN TYPE 1B AND 3B ARCHITE

Consider onc of the stages of Omega networks in the frame integrity version of fig.4 or fig. 16. Define the
variable ¢ (=0,...,/n-1) as being zero on the first timeslot that blocks from a new frame pass through the networks. On all
other timeslots, ¢ is one greater than on the previous timeslot. i and j denote the input and output terminals on the network.
They are numbered from O to f-7, starting at the top. The mappings carried out by the networks - which change every
timeslot - can now be defined by j=i+fn-1-t mod f. On any timeslot ¢, input terminal i on cach network is connected to
output terminal j.
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When the T-networks in fig. 4 or the I-networks in fig. 16 are modified by multiplying their delay lines by f, the
old frame of size n becomes a new frame of size fn. Let {; (=0,...,n-1) and 1 (=0,... fn-1) be defined in a similar way to  so
that they represent the timeslot numbers in the original network and the modified nctwork respectively. Then on timeslot £
in the modificd network, the networks are sct 1o the same state as they were at timeslot ¢;=floor(t2/f) originally. The
function "floor” rounds down to the ncarcst integer.
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